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Abstract—In a dynamic path profiling system, multiple isomers of any given path or higher-level strata (cycles of paths) may occur.  Analysis of the differences between various isometric paths (and their associated dynamic execution counts) may provide additional insights into better feedback-driven and/or dynamic optimization techniques.  Some statistics about various types of isomers are presented.

I.  INTRODUCTION

I

n a Dynamic Whole Program [path] Profiling system[1], multiple isomers of any given path may be occur and be discovered.  In chemistry, isomers of a substance are comprised of the same elements, but differ in arrangement.  This concept has validity when transferred into the domain of dynamic path-based profiling, as cyclical paths ABCD, DBAC, DABC, etc. may all be collected.  Conceptually, there are at least two interesting sub-types of isometric paths: rotational, and palindrome.  Other relevant sub-types probably exist.  A rotational path is typified by a loop where the entrance into the loop path is not at the head of the loop.  That is, for a base path of ABCD, rotational isometric paths are: BCDA, CDAB, and DABC.  A palindromic path isomer is one in which the order of the sequence is a reversal of the original: the palindrome of path ABC is path CBA.  Feedback-directed and dynamic optimization systems can benefit from the information about both rotational and palindromic path isomers to drive performance improvements.  Investigations into short paths which are subsets of longer paths have not been done, but might be of interest.

II. DWPP Terminology

The terminology from DWPP[1] is again presented here as a matter of reference:

Bb – Basic Block

Path – a cycle of Bbs which are tracked by their starting addresses.  For example, if the Bb starting addresses are “AABAABAAB”, this breaks down into the following paths: Path0 is A; Path1 is BA; Path2 is AB; Path3 is B.  This evaluates to (A2)(BA)(AB)(A2)(B), while the optimal representation of the example paths evaluates to (A2B)3.

Repeated Path (RP) – consecutive executions of a Path.  In the above example, Path0 has an initial count of 2, which is written as Path02.

Stratum Element – a cycle of repeated paths.  For example, if the sequence of repeated paths is “P07, P112, P05, P112”, the Strata are S0 = P07,P112,P05, and S1 = P112.

Repeated Stratum Element – consecutive executions of a Stratum Element.  If Stratum Element S0 was executed 94 times, this would be written as S094.

Stratum Layer – A cycle of Repeated Stratum Elements.  Stratum LayerN is comprised of  Stratum Elements from Stratum LayerN-1.  For the initial case of Stratum Layer0, the elements are repeated paths. 

DWPP – Dynamic Whole Program Profile

III. Implementation Environment

Utilizing the output data from DWPP, follow-on tools were written to analyze the Path and Stratum Element database files to search for isometric paths and strata.  The system used to capture the complete instruction traces  of SPEC CPU2006 had the following characteristics: x86_64 Linux® (Fedora 7), gcc 4.1.2; 8GB memory, 160 GB of disk; 2.6Ghz dual core processor.  The binary instrumentation toolkit used was PIN [3] version 2.2-15113.  The SPEC CPU2006 benchmarks were compiled at an optimization level of –O2, and run in “base” mode.    A simple database to store content, and libz was used to provide a final level of general compression of content in some of the data files.  The source code for the DWPP tool and is available via http://www.gorton-machine.org/rick/, along with a subset of the logs and raw data files.

IV. The Data

A. Overview

The data is first presented on a static basis, without dynamic frequencies, followed by the data with attention paid to the dynamic frequencies of the isometric paths.  Next, some comparisons between rotational path isomers and all isomers are presented, followed by details of some of the palindrome isomers.

B.  Static Path Length distributions

While isomers of paths with a length of one are meaningless, some statistics about paths of length one will be presented for comparison.  Isometric paths of lengths two are always both rotational and palindromic, so little attention will be given to them.  In total, the number of unique paths was is shown here in Table 1 – the paths had lengths (in Basic Blocks) ranging from 1 to 208.

Table 1

	Path Length
	Unique Paths
	Dynamic count totals
	All Isomers
	Dynamic count isomers
	Rotational Isomers
	Dynamic count Rotational Isomers
	Palindrome Isomers
	Dynamic count palindromes

	1
	11024
	1.23e+12


	0
	0
	0
	0
	0
	0

	2
	16100
	5.24e+11
	2635
	2.88E+011
	2635
	2.88e+11


	2635
	2.88E+011

	3
	16704
	1.09e+11


	3186
	3.71E+010
	2948
	3.63E+011
	238
	8.88E+008

	4
	15859
	1.13E+011
	3776
	2.65E+010
	3044
	2.64E+011
	0
	0

	5
	19019
	1.26e+11
	3776
	3.48E+010
	3392
	3.47E+011
	0
	0

	…
	…
	…
	…
	...
	…
	...
	...
	...

	All
	2.47E+007
	2.32E+012
	1423426
	4.79E+011
	885575
	4.75E+011
	2873
	2.89E+011


Due to the quantity of data, a more comprehensible representation of the path length distribution is shown as Chart 1.  The presence of a peak and subsequent plateau at approximately length 60-75 Bbs is interesting, and expanded in Chart 2.

While a more regular curve would seem to be expected, the number of application/dataset combinations is neither particularly large, and it is from a set of compute-limited, single-threaded benchmarks.
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Chart 3 is the same data, but limited to the isometric paths.[image: image5.emf]0 50 100 150 200 250
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The rotational isomers do comprise the vast majority of all isomers, with a couple of notable aberrations.  From lengths 25 through 33, there is an interesting divergence.  During this interval, the number of rotational isomers of all of the unique isomers remains roughly even, but the number of all isomers spikes to almost 4 times the number of rotational isomers.  An expanded plot is shown as Chart 4.
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At present, an explanation (let alone a generalized theory) of the cause for this divergence escapes the author.

C. Path Lengths and dynamic execution frequency distributions

As we can see in Chart 5, the dynamic frequencies of the various paths by length are intuitively reasonable for most of the data.  A slightly descending curve early on, quickly becoming linear, with fragmentation and less predictable behavior once the path length hits about 150 basic blocks in length.  The frequencies of the isomers roughly parallel the total frequency distribution, but with a faster decrease (decay?) in the dynamic count than that of all paths.
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Another view of the same data (Chart 6) is bounded to a minimum frequency of 1E7; while the total dynamically executed paths do not drop below this level until just after length 100 Bbs, the isomers can be generalized as dropping below this value at approximately 50 Bbs.  From this chart, it appears that the vast majority of isomers are rotational.  The choice of 1E7 is rather arbitrary, on the assumption that a dynamic execution count of less than that can be assumed to be generally negligible in the larger scheme of things.


D. Comparison of Rotational Path Isomers against a backdrop of all Path Isomers

From casually observing the data in section B (Static path length distributions) and section C (Path Lengths and dynamic execution frequency distributions) it would appear to be the case that the static and dynamic (frequency) percentages of rotational path isomers when compared to all path isomers are roughly parallel, and nominally equivalent.  However, when graphed, some unusual behavior appears.  In Chart 7, if a count was zero, it was given a value of -100%.  Two specific overall data are not presented in this graph: the total static and dynamic frequency percentages.  The overall static percentage of rotational isomers vs. all isomers is a mere 62.2%, but the dynamic execution frequency percentage of all rotational isomers vs. all isomers is a surprising 99.2%.  Chart 8 presents the same data for Chart 7, but bounded in two ways: a maximum path length of 100 (to generally match the bounds of Chart 6), and secondly, Y-axis values of less than zero were ignored.

Some interesting facets of the data in Chart 8: the gross divergence between static and dynamic counts of rotational path isomers at around a length of 30 Basic Blocks; the abrupt drop-off at a path length of 60 of the static proportion of rotational isomers vs. all isomers; the peak of the dynamic (execution frequency) proportion of  rotational isomers vs. all isomers coming at a length of 90 Basic Blocks.


E. Characteristics of Palindrome Isomers

As all isomers of length two are both rotational and palindromic, the only isomers of interest as palindromic isomers are for path lengths greater than two.  These are relatively rare (in static terms), and only have only been found to occur at a path length of 3 Basic Blocks.  Conceptually, it would seem to be possible to have longer palindrome isomers in some sort of state machine (perhaps an interpreter).  When a pair of completely arbitrarily chosen palindrome isomers are disassembled, this appears to not be the case.  The paths are path Ids 598, and 724 from sjeng, which is one of the more complex (in terms of dwpp strata).  Here are the disassembled paths – path 598 has a dynamic execution frequency of 162E6, while path 724 has an execution frequency of 293E6.  That is, neither is trivial in the overall scheme of things.

========== Path ID 598 Disassembly ==========


==== Bb Address: 0x40df2d ====


# 0x40df2d
6 Instructions
Routine: [remove_one]                           



mov dword ptr [rdi], eax



mov r8d, dword ptr [rcx]



add eax, 0x1



add rcx, 0x4



cmp edx, eax



jnle 0x40df28


==== Bb Address: 0x40df28 ====


# 0x40df28
2 Instructions
Routine: [remove_one]



cmp dword ptr [rcx], r8d



jle 0x40df32


==== Bb Address: 0x40df32 ====


# 0x40df32
4 Instructions
Routine: [remove_one]



add eax, 0x1



add rcx, 0x4



cmp edx, eax



jnle 0x40df28

========== Path ID 724 Disassembly ==========


==== Bb Address: 0x40df32 ====


# 0x40df32
4 Instructions
Routine: [remove_one]



add eax, 0x1



add rcx, 0x4



cmp edx, eax



jnle 0x40df28


==== Bb Address: 0x40df28 ====


# 0x40df28
2 Instructions
Routine: [remove_one]



cmp dword ptr [rcx], r8d



jle 0x40df32


==== Bb Address: 0x40df2d ====


# 0x40df2d
6 Instructions
Routine: [remove_one]



mov dword ptr [rdi], eax



mov r8d, dword ptr [rcx]



add eax, 0x1



add rcx, 0x4



cmp edx, eax



jnle 0x40df28

V. Implications

Significant efforts have been put into compilation techniques to expand the scope and reach of the context which is evaluated in order to produce “better” code.  The definition of “better” largely depends upon the goals of the compiler and architecture, but frequently come down to maximizing execution-time performance.  As an aside, given the level of attention given to power consumption in the computing field at present, it is probable that significant effort will be put into extending “better” to mean reduced power consumption[11].  The bulk of the work has been focused on enhancement of the static (compile-time) performance, but can include pushing optimization into all phases of an application.  Improved algorithms, taking advantage of potential parallelism via multiple execution threads, or whole-scale use of data parallel language APIs  such as OpenCL are means to improve performance at the source level.  Enhanced levels compilation optimizations include expanding the scope and range of the contextual analysis to Super-blocks [5], Hyper-blocks [6], through Region-based compilation [7].  Link time optimizations[8,9] can be applied to take advantage of various architecturally specific features.  Feedback-directed optimization[10] is useful when the training dataset is truly representative of all input data sets.  The logical extensions of these approaches include load-time optimizations to take advantage of architectural features (load key libraries highly tuned to the micro-architecture of the cpu/gpu[13]), and dynamic binary optimization[4] at various levels, from user space resident optimizers to having optimizers resident in the hardware[12].  In terms of expanding the scope and reach of the context which is evaluated, value specialization and partial evaluation can be exposed via path-based optimization, as demonstrated by [14].

The benefits of path-based feedback-directed compilation or dynamic binary optimization would seem to be obvious, but certainly challenging to implement, especially given the requisite overhead entailed.

VI. Conclusions & Future Directions 

The benefits of path-based feedback-directed compilation or dynamic binary optimization would seem to be obvious, but certainly challenging to implement, given the requisite overhead entailed.  For example, how should one describe a potential value specialization in some sort of feedback file for a compiler to take advantage of?  Another potential area of investigation would include looking at congruent isometric paths, wherein the instruction sequences of path A are exactly the same as those in path B, merely replicated in a completely different location (perhaps even a separate library).  If these are commonplace, there would seem to be an opportunity to reduce the code-size footprint of applications, and extract benefits from better icache behavior.
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